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A Review Article

Recent developments in numerical taxonomy appear to show applicability for
many classification problems in marketing. This review article describes some of
the approaches to numerical classification and presents illustrative marketing

applications. Current limitations of the procedures are also discussed.

Numerical Taxonomy in Marketing Analysis:

Marketing managers and researchers often comment
on their difficulty in developing useful ways of classify-
ing customers for formulating marketing policy. The
source of the difficulty frequently stems from the
abundance of alternative classification methods rather
than from a lack of possibilities. Changes in our con-
cepts of customer behavior have more often been asso-
ciated with the generation of new measures of behavior

* Ronald E. Frank is associate professor of marketing and
Paul E. Green is professor of marketing, both at Wharton
School of Finance and Commerce, University of Pennsylvania.
The original version of the article was presented at the Con-
sumer Behavior Conference, Columbia University, May 1967.
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than with the integration of existing measures. In 50
years, researchers have stopped focusing almost exclu-
sively on customer socioeconomic characteristics as a
basis for policy formulation and have begun considering
a wide range of measures of sociological and psycho-
logical phenomena (such as personality, preferences,
buying intentions, perceived risk, interpersonal influ-
ence) and an increasing number of measures of actual
buying behavior (such as total consumption and brand
loyalty).

Much of customer behavior has many factors—it
is multidimensional. Researchers often sidestep its com-
plexity by picking some unidimensional attribute as-
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sumed to be an indicator of the more complex phenom-
ena to be understood. For example, in studies of
household brand loyalty (with respect to frequently
purchased, branded food products), the researcher
often finds variables used to measure brand loyalty such
as the proportion of purchases spent on the most fre-
quently purchased brand or the proportion spent on the
brand that is of central interest to the researcher. For
many purposes, however, these might be too limited a
measure of loyalty since they fail to approximate a full
description of a rather complex phenomenon. Custo-
mers do not typically buy a single brand or even two
brands. Many households purchase three, four, or five
brands of a product. In addition, the subset of brands
chosen for consumption will vary from household to
household.

What procedure could be used to study the clusters of
brands that different households consume? All possible
combinations of brands could be computed and house-
holds sorted into respective classes, but this approach
presents a few problems. How many combinations are
there in a market with only twelve brands? There are
over four million if the number of partitions resulting
from grouping twelve brands into two or more clusters
is added.! Even worse, one may want to measure the
similarity of brand purchasing behavior not only for the
combination of brands but also for the relative propor-
tion of money spent on each brand.

This kind of classification problem is not unique to
brand loyalty. How are television programs classified
for similarity of audience profiles? Here, too, practi-
tioners often use a single category as the basis for
classification, such as the modal audience group, (for
example, teenagers loyal to “Rat Patrol”). How should
market areas for choosing test markets be grouped?
How can a potential purchaser compare the perform-
ance specifications of a wide range of computers? How
should the readership characteristics of a number of al-
ternative magazines be compared?

Almost every major analytical problem requires the
classification of objects by several characteristics—
whether customers, products, cities, television pro-
grams, or magazines. Seldom are explicit classification
systems with some combination of attributes, such as
those used for measuring a customer’s social class or
stage in life cycle, found. Such classification systems
typically represent self-imposed taxonomies; that is,

* The general formula [29] for finding all possible partitions
of a given set of entities is

Pln,m) = [m" —_ ,S_‘:l M mesy P(i)] /m!

where
m is number of partitions; m > 2
n is number of entities in set to be clustered; n > m
P(m) is number of distinct partitions containing exactly m
clusters
Mim-1> I8 m(m - l)(m - 2) v (m — i+ 1).
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taxonomies the researcher believes to be relevant be-
cause of a theory or prior experience.? Although this
approach can be useful, it has limitations. Regardless
of the complexity of reality, it is difficult to classify ob-
jects by more than two or three characteristics at a time.
If reality requires greater complexity, researchers are
severely constrained by their conceptual limitations.

The difficulty of seeing through this often bewilder-
ing maze is not unique to marketing, (not to mention
business problems) as indicated by Sokal, an entymolo-
gist:

“Classification is one of the fundamental concerns
of science. Facts and objects must be arranged in an
orderly fashion before their unifying principles can be
discovered and used as a basis for prediction. Many
phenomena occur in such variety and profusion that
unless some system is created among them, they would
be unlikely to provide any useful information” [82].

A new technology, numerical taxonomy, has been
developed, primarily in biology. It consists of a set of
numerical procedures for classifying objects [83]. These
taxonomic procedures may be called preclassification
techniques since their purpose is to describe the natural
groupings that occur in large masses of data. From these
natural groupings (or clusters) the researcher can some-
times develop the requisite conceptual framework for
classification.

Numerical taxonomy is still new, and to the authors’
knowledge, only three articles in marketing have ap-
peared [34, 50, 66]. This article introduces potential
marketing applications of this set of techniques, giving
some attention to their mathematical bases, current
limitations, and assumptions. The following topics are
discussed:

1. the nature of taxonomic procedures,

2. illustrative applications of taxonomic methods to
marketing problems,

3. the assumptions and limitations of the procedures.

The authors feel that taxonomic methods will be
used increasingly to describe complex marketing data.
Hopefully, this article will alert more researchers to the
potential of these methods and to some of the cautions
associated with use.

THE NATURE OF TAXONOMIC PROCEDURES

Assume that there is a set of objects, such as people,
products, advertisements, and marketing channels, each
of which can be characterized by a measurement (or
more generally, by an attribute score) on each of a set of
characteristics. The researcher has no external criterion
for grouping the objects into subsets of similar objects;
instead, he wants to identify natural groupings in the

*Taxonomies can be distinguished from classifications since
they denote interconnections (usually a hierarchy) among char-
acteristics of the objects—a less generic term than classifica-
tions. In practice, however, the terms are often used inter-
changeably.
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data, after which more formal models might be devel-
oped.

More formally stated, the problem is: How should
objects be assigned to groups so there will be as much
likeness within groups and as much difference among
groups as possible? From this question four others
arise: (1) what proximity measure is to be used to sum-
marize the likeness of profiles, (2) after these likeness
measures have been computed, how should the objects
be grouped, (3) after the objects have been grouped,
what descriptive measures are appropriate for sum-
marizing the characteristics of each group, (4) are the
groups formed really different from each other (the in-
ferential problem)?

There are numerous taxonomic procedures for
achieving the major objective. The following discussion
illustrates the logic of one of them, followed by a brief
overview of other kinds of procedures that have been
developed. The purpose is to show the relevance of
these techniques for establishing multidimensional classi-
fication systems, not to provide a definitive methodo-
logical statement.

An Example

Suppose that the objects of interest are television
programs and the characteristics are (assumed independ-
ent) measures of the socioeconomic profile of each pro-
gram. Let us start with measures of two characteristics,
number of teenagers (X,) and number of adult men (X»),
for each of ten programs. Our problem is to find a way
of grouping the programs by the similarity of their audi-
ence profiles. Figure 1 plots the programs in two di-
mensions.

Assume that two clusters of five programs each are
desired. A start is to compute Euclidean distances of
every point from every other point with the usual for-
mula:

Ay = (X1 — Xu)? + (X — Xe)?]V2

Points 1 and 2 in Figure 1 appear to be closest to-
gether. The first cluster would then be formed by find-
ing the midpoint between Points 1 and 2, the centroid
of the point coordinates. Then the distance of each point
from this average would be computed and the point
closest to this average would be added (here, Point 3).
Similarly, Point 4 and then Point 5 would be added,
giving a cluster of five programs as desired.

Generalizing to More than Two Dimensions

In the previous illustration, only two measurements
were considered for each point (television program). It
is relatively easy to follow the procedure visually.? In

¢ The typical Euclidean distance measure can be easily gen-
eralized to more than two dimensions as:

" 172
Ay = [Z (Xs — Xik){\

i=1

—
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Figure 1
ILLUSTRATION OF TAXONOMIC TECHNIQUES
(HYPOTHETICAL)

X;—NUMBER OF ADULT MEN

X:—NUMBER OF TEENAGERS

practice there may be many measurements for each
program; hence, the graphical procedure must be sup-
plemented by a computational technique that can deal
with several characteristics.

Several computer routines are available for this type
of taxonomic analysis often called cluster analysis. For
example, one computer routine used involves these
steps:

1. BEach characteristic is first converted to a standard-
ized variate with zero mean and unit standard de-
viation.

2. Fuclidean distances are then computed for each of
all possible pairs of points.

3. The pair with the smallest distance is chosen as the
node of the first cluster, and the average of this
pair is computed.

4. Additional points are added to this cluster (based
on closeness to the last-computed average) until:

a. Some prespecified number of points has been
clustered.

b. The point to be added to the cluster exceeds
some prespecified distance-cutoff or threshold
number.

5. The program then proceeds to the next pair of
points which are closest together of all unclustered
points, and the above process is repeated.

6. If desired, the program can be modified to allow
points to be in more than one cluster.

7. The program can be further modified to shift points
from cluster to cluster to obtain final clusters which
are best in the sense of having the lowest average
within-cluster distance summed over all clusters
at a given stage in the clustering.




86

OTHER CLUSTERING TECHNIQUES

Proximity Measures. This program is only one way
to cluster points in multidimensional space. Other prox-
imity measures and clustering techniques have been
proposed by researchers in the biological and social
sciences. With some simplification, the proximity meas-
ures can be categorized as:

1. distance measures,
2. correlation measures, and
3. similarity measures for attribute data.

The input data~—nominal, ordinal, interval, ratio or
mixed scales—often determines the proximity measure
used to express pairwise relationships among the ele-
ments.

Distance Measures. One kind of clustering technique
based on Euclidean distance has already been described.
‘Two problems exist with regard to this kind of measure:
(1) correlated characteristics and (2) noncomparability
of the original units in which the characteristics are
measured [69]. The second problem is usually “solved”
by standardizing all characteristics to mean zero and
unit standard deviation. Thus it is assumed that mean
and variance among characteristics is not important in
the grouping process.

The first problem can be handled two ways. A prin-
cipal component analysis may be run on the character-
istics and factor scores computed for the objects. Each
component score may then be weighted by the square
root of the eigenvalue associated with that component
before computing the distance measure. A second ap-
proach uses the Mahalanobis [60] generalized distance
in which the squared distances between objects is meas-
ured as a linear combination of the correlated measure-
ments expressed in units of the estimated population
dispersion of the composite measure. If the characteris-
tics are uncorrelated and measurements are first stand-
ardized (mean zero and unit standard deviation), the
square root of the Mahalanobis measure is equivalent
to the Euclidean measure discussed.

In practice, distance measures of the kind just
described are usually used when data are at least inter-
vally scaled. Kendall [54], however, proposed a dis-
tance measure requiring only ordinally scaled measure-
ments. Also, Restle [75] and others have shown that
even nominally scaled data may be characterized in
distance terms, in the sense of obeying the distance
axioms. The resulting metric, however, may not be
Euclidean.

Correlation Measures. Probably the most widely used
proximity measure in clustering procedures involves
the correlation coefficient.* Inverse factor analysis, the
Q-technique, is a fairly widely used procedure in which
objects replace tests in the computation of factor load-

“If the characteristics are expressed in standard scores, the
Euclidean distance between two objects is a monotone trans-
formation of their correlation [18].
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ings. Clusters may then be formed by grouping subjects
with similar factor loadings. Three problems are asso-
ciated with this class of techniques. First, correlation
removes the elevation and scatter of each object, thereby
losing information. Second, in grouping objects by fac-
tor loadings, the analyst risks obtaining some objects
that are split among clusters. Finally, the analyst must
usually resort to an R-technique to interpret the clus-
ters” characteristics according to their correlations with
underlying factors.

Similarity Measures. Similarity measures are often
used in clustering when the characteristics of each ob-
ject are only nominally scaled, for example, dichoto-
mous or multichotomous. The usual notion of distance
seems less applicable here (although it is still possible
to use multidimensional scaling techniques to “metricize”
such data before clustering). Typically, however, the
analyst tries to develop similarity coefficients based on
attribute matching.

For example, if two objects are compared on each of
eight attributes, the following might result:

Attribute
Entity
1 2 3 4 5 6 7 8
1 1 0 0 1 1 0 1 0
2 0 1 0 1 0 1 1 1

Sp == = ;é:

where M denotes the number of attributes held in com-
mon (matching 1’s or 0’s) and N denotes the total num-
ber of attributes. If weak matches (non-possession of
the attribute) are to be deemphasized, the Tanimoto
[76] coefficient is appropriate:

No. of attributes which are 1
for both objects 7 and j

No. of attributes which are 1
for either i or j, or both

Tanimoto S;; =

In this problem the coefficient would be 2. Many other
similarity measures have been developed that represent
variations of the fractional match coefficient. (See [831])

One interesting distance-type measure which can
also be used for attribute matching is the pattern simi-
larity coefficient, r, , proposed by Cattell, Coulter, and
Tsujioka [16]. In interval-scaled data, the coefficient
compares the computed distance with that expected by
chance alone:

7%
)
E — X diim
de=1
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where i is the number of dimensions, d?(w is the
squared Euclidean distance in standard units between
entities j and k, and E; is twice the median chi-square
value for i degrees of freedom. Cattell’s coefficient has
the convenient property of varying from -1 for com-
plete agreement, O for no agreement, to -1 for inverse
agreement.

The coefficient may also be adapted for dichotomous
items as:

’ El —_— d
r T g0

E +d
where d represents the number of disagreements on d
items.

Finally, some mention should be made of the mixed
scale problem in which the characteristics are measured
in different modes. One possibility is to degrade interval-
scaled data into categories and use similarity coefficients.
Another possibility is to upgrade nominally or ordinally
scaled data. There seems to be no satisfactory solution
to this problem although it is conceivable that some
highly general measure of proximity, perhaps one de-
rived from information theory, may be appropriate.

Clustering Routines

After the analyst has decided on some measure of
pairwise proximity, he must still contend with the
grouping process itself. A variety of approaches are
possible. One major class of approaches to the cluster-
ing problem consists of hierarchical routines. For exam-
ple, Edwards and Cavalli-Sforza [24] describe a cluster-
ing procedure (based on a least-squares technique)
which first clusters the data into two groups. The proce-
dure is repeated sequentially so that progressively
smaller clusters are formed sequentially by splitting the
original clusters. A hierarchical array is obtained. A
variant of this procedure starts with clusters of one ob-
ject each and builds new clusters hierarchically until
one overall cluster results. This approach was described
by Ward [93].

Other grouping routines use threshold or cutoft
measures similar to the algorithm described earlier.
Some procedures, for example, suggest selecting an
object closest to the centroid of all the data to serve as a
prime node around which other points are clustered
until some threshold distance level is reached. An un-
clustered object farthest from the centroid of the first
cluster may then be chosen as a new prime node. The
process is continued, the third and subsequent prime
nodes being selected on the basis of largest average dis-
tance from the centroids of clusters already formed.

Some grouping routines [24, 93] are highly metric
since effectiveness measures involve the computation of
within-cluster variance around the centroid of the clus-
ter members. Others [83] use only the proximity be-
tween an unclustered object and some single member
of the clustered set as a criterion for set inclusion.
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In Q-technique, objects are often clustered by high-
est factor loadings, a simple approach; but it does not
use all available information.

Finally, there is the possibility of clustering by sys-
tematic space-density search routines in which the n-
dimensional space is cut into hypercubes and the com-
puter program counts the number of cases falling into
each region. Relatively little work, however, has been
done on this taxonomic routine.

Descriptive Characteristics of the Groups

Even after objects are grouped, each cluster must be
characterized by its representative profile. In some in-
stances the cluster’s centroid is used as a description of
its members. In others the actual profile of the object
closest to the group’s centroid may be used. As in choice
of proximity measure and choice of grouping routine,
however, the criteria for describing each group are usu-
ally ad hoc, a main problem being that cluster is still
not a precisely defined term. Some of these problems
and the inferential problem will be reconsidered later
in this article.

ILLUSTRATIVE MARKETING APPLICATIONS

Some appreciation for the versatility and unresolved
problems of taxonomic methods can be gained from the
following short review of studies conducted by the au-
thors in the past two years.

Clustering Analysis in Test Marketing

One of the earliest pilot applications involved the
use of cluster analysis in the grouping of cities (stand-
ard metropolitan areas) for test marketing purposes
[34]. Data for each of 88 cities were available on 14
measured characteristics, such as population, number
of retail stores, percent non-white. A clustering program
using the Euclidean distance measure grouped the cities
into homogeneous five-point clusters. Centroids of each
cluster in 14-space and average distances of each point
from the grand centroid and from the centroid of its
own cluster were obtained. As an alternative for com-
parison purposes, the original data matrix was factored,
and cluster analysis was performed on the resultant
(standardized) factor scores.

The cluster analysis yielded some interesting findings.
First, the cluster of five cities closest to the grand mean
of all 88—Dayton, Columbus, Indianapolis, Syracuse,
and New Haven—agreed well with various lists of typi-
cal cities prepared by such magazines as Sales Manage-
ment and Printers’ Ink indicating results consistent with
industry judgment. This method also provides homoge-
neous groups of cities with centroids quite distant from
the grand origin. Second, the combined procedure of
factor analysis (and subsequent clustering of factor
scores) indicated that two major dimensions, a city size
construct and a demographic construct, explained most
of the variance in the data.
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This study was only a pilot effort. In practice, the
marketing manager would use those city characteristics
most relevant to his product line. The clusters could
then serve as homogeneous blocks from which individ-
ual cities could be chosen to serve as treatment and con-
trol units, that is matched units for various experimental
purposes.

Television Program Audience Profile Analysis

Grouping of television programs into clusters having
similar audience profile, which was used to illustrate the
nature of taxonomic procedures, comprises still another
exploratory investigation currently in progress. Ameri-
can Research Bureau data for both day and evening
programs in October, 1965, are the bases for this analy-
sis. For each, program measures of the number of adult
men and women in different age categories and the num-
ber of children and teenagers viewing the program are
available. The primary objective is to group programs
by viewer characteristics so that their grouping is a
function of viewer reaction to content and casting—not
to the effects of time of day, day of week, and lead-in
programs.

The analysis is divided into two stages. The first is
the adjustment of raw data for the effects of time of day,
day of week, and lead-in programs. The adjustment is
roughly analogous to making a cyclical adjustment in a
time series analysis to ensure a cleaner set of data for
studying trend movements. When variations in audience
profile from program to program are caused primarily
by the effect of program content and casting, the ad-
justed data are subjected to a taxonomic analysis. The
first stage of the study is complete, and the taxonomic
work is about to begin. (It will soon appear as a work-
ing paper [30].)

Patterns of Customer Brand Loyalty

At the beginning of this article the study of brand
loyalty was used to illustrate the tendency for letting
unidimensional measures represent customer behavior
that may be multidimensional. In this study cluster
analysis and Kruskal’s algorithm [56] is used to char-
acterize customer brand purchasing behavior. The ob-
jective is to develop more comprehensive classification
systems for analyzing brand choice.

Chicago Tribune panel data for three product cate-
gories (carbonated beverages, regular coffee, and ready-
to-eat cereals) for 1961 were used in the analysis. For
each product category for each of 480 households, the
percentage of units (based on weight) purchased by
brand was computed.

Two different approaches were then taken. A Euclid-
ean distance measure was used to group households
that had relatively similar percentage distributions of
brand purchasing behavior within a product. This is
equivalent to studying brand loyalty for the bundle of
brands households purchase. The results showed that
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with only one exception in the regular coffee market
each cluster of households bought only one brand at a
rate greater than the brand’s overall market share. Al-
though other brands were purchased, none was given
this degree of favor. The only exceptions are the clus-
ters containing several private brands. Households that
purchase one private brand at a greater rate than its
overall share are likely to purchase another with a simi-
lar degree of concentration. Customers who buy them
may be less sensitive to differences in product character-
istics, or the products themselves may be more similar.

A second approach organized the data by brand in-
stead of by customer. This part of the analysis started
with the transpose of the data matrix used, that is the
data were organized by brand and within brand, by
household. For each brand the percentage of purchases
devoted to that brand by each of about 100 households
was available. Fuclidean distance measures character-
ized brand similarity by pattern of purchase require-
ments over households.

Results so far have provided few surprises and have
raised more questions than can be answered here. For
example in the cereal market, evidence appears that old
standard brands (Kellogg’s Corn Flakes, Cheerios,
Wheaties) tend to serve segments which overlap, yet
many health-oriented cereals (Special K, All Bran,
Grape Nuts) tend to serve a somewhat different group
of customers.

An Experimental Gaming Application

Another application of clustering was prompted by
experimental data obtained in studying the relationship
between risk taking (in a no-information-improvement
context) and the propensity to acquire uncertainty-re-
ducing information in an information-buying context
[35]. Data were available for 42 men and women sub-
jects on a variety of behavioral and personality varia-
bles.

Preliminary analysis using a variety of multivariate
techniques showed little support for the study’s primary
hypotheses. Part of the problem was thought to be that
different subjects were using different behavioral mod-
els; these differences became obscured in the process of
data aggregation. Accordingly, each subject’s behavior
in the experiment was viewed as a point in task per-
formance space, the axes of which were represented by
the situational and personality variables comprising the
experimental situation. Subjects were then clustered by
their similarities to each other over the whole experi-
ment.

This procedure produced various clusters of subjects
—some supported the hypothesis and others suggested
other kinds of behavioral models. The potentialities of
this approach appear provocative in the examination of
experimental gaming data generally. Perhaps even more
interesting, however, is the application of this kind of
approach to the design of behavioral experiments.
Alternative explanatory models are the rule rather than
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the exception in experimental games. Before collecting
any data the researcher could characterize the play of
ideal subjects (those whose behavior corresponded to
each alternative model) by points in experimental per-
formance space. Levels of the experimental variables
might then be chosen to maximize the discrimination
among alternative models before the experiment is
conducted.

Operational Characterization of Inter-Brand Competi-
tion

In another pilot study, cluster analysis helped to
characterize inter-brand competition in the computer
field [38]. Performance data were obtained for over
100 different computer models with installation date
used to categorize them as first- or second-generation
models. For each computer model, data were available
on 12 measured characteristics, such as word length,
execution time, digital storage, transfer rate, and 10
categorical characteristics, such as whether the com-
puter possessed Boolean operations, table look-up, and
indirect addressing.

The data’s mixed character (continuous variables and
dichotomous features data) required a different ap-
proach from that typically used in cluster analysis. First,
the attribute data were metricized by a multidimensional
scaling technique [56]. A two-dimensional representa-
tion revealed that each computer model could be char-
acterized by the dimensions of capacity (number of
different features) and orientation (scientific versus busi-
ness), as based on the particular pattern of zeroes and
ones.

The resultant clusters, developed by a hierarchical
grouping technique, displayed interesting characteris-
tics from the standpoint of intermodel competition. For
example, a machine’s cluster of features appears to be
idiosyncratic to the particular manufacturer, that is,
cach manufacturer tends to build all his machines with
a particular set of features. Fach manufacturer’s com-
plex, however, may vary from that of his competitors.
It is interesting that only IBM had a model in each of
the major clusters. However, the time period comparison
_ first- versus second-generation computers—indicated
a trend toward all models having a greater number of
features.

The measured variables were then analyzed sepa-
rately, yielding two main dimensions—speed and size
of computers. Finally, the measured data were dichoto-
mized about the median of each characteristic (taken
separately) and submitted to a combination multidimen-
sional scaling and cluster analysis.

Figure 2 shows a two-space configuration derived
from applying a nonmetric program to proximity meas-
ures developed from the above steps. After adjusting for
intercorrelation of the characteristics [39], similarity
measures were developed by tabulating the number of
(weighted) matches for all computer pairs. The higher
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this number, the more similar each pair was assumed to
be with respect to all 22 performance characteristics.
For n = 55, there are 1,485 interpoint proximities as
input to the program; only their rank order is required.

The two-space configuration of Figure 2 shows the
boundaries of clusters formed (by another means) on a
more precise configuration obtained in four-space. Such
compression of results (into two-space) seriously dis-
torts the makeup of Cluster 8; otherwise the clusters
are fairly compact. It is interesting to note that Cluster
5 is composed of small, fairly slow, business-oriented
machines, but Cluster 7 is characterized by large, rela-
tively fast, scientific machines.

The complete study on which Figure 2 is based re-
vealed that four dimensions—speed, size, number of
different features (qualitative characteristics), and ori-
entation (scientific versus business)—appeared to ade-
quately describe the computer market.

The possibilities of such performance-space analyses
over time have potential for the study of product inno-
vation and modification—particularly industrial prod-
ucts like electric motors and machine tools. In this ap-
proach a whole series of performance spaces could be
viewed through time—their dimensions, number of
points (models), and interrelationships among points
could all be changing, reflecting changes in technology
and inter-model competition. Such an approach would
seem to indicate the data’s fine structure better than the
more traditional reliance on S-curves to describe prod-
uct life cycles.

Physician’s Media Reading Habits

In another study [41], numerical taxonomy was used
to cluster reading profiles of both physicians and medical
journals. The basic data consisted of zero-one matrixes
in which each physician was classified as a light (zero) or
heavy (one) reader of each of 19 medical journals. Each
physician was also classified as one who lightly or heavily
prescribed each of 29 therapeutic drug classes. Data
were also available on the physician’s specialty, age, and
total weekly patient and prescription loads. The zero-
one matrixes were again metricized by a multidimen-
sional scaling program. Clusters of journals with simi-
lar, physician reading habits and clusters of physicians
with similar journal profiles were developed.

Findings indicated that, within a given specialty,
media reading profiles are not associated with such
variables as physician age, total prescribing frequency,
and product mix selection. However, the journal clus-
ters provided an interesting output of the analysis by
summarizing a diverse set of zero-one data. The mar-
keting manager could use these clusters as a guide to
media scheduling. For example, if he wishes to choose
journals with high overlap of coverage, he can choose
all journals within a given cluster. If, however, he wishes
to emphasize diversity, he can choose one journal from
each cluster.

From a methodological viewpoint, the interesting
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Figure 2
TWO-SPACE CONFIGURATION CF COMPUTER MODELS IN “PERFORMANCE SPACE”

concept is the dual use of multidimensional scaling and
cluster analysis. The first technique allows the researcher
to make a concise description of the data—i{requently
interpretable in its own right—and the last allows him
to organize the data into similar journal profiles that
can then be subjected to further analysis.

Taxonomy in Psychometric Studies

Some mention should also be made of the usefulness
of clustering procedures in psychometric studies involy-
ing perceptual and preference mapping. A recently com-

pleted study [36] involved the analysis of proximities
data developed during a study of student perception of
six graduate schools of business. Three modes of data
collection——similarity triads, direct ratings, and the
semantic differential—were used to collect proximity
judgments.

In this study a hierarchical grouping method was
used to develop clusters of respondents with similar
perceptions of the six business schools. That is, al-
though the main objective of this study was the devel-
opment of perceptual maps, cluster analysis was useful
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in partitioning the respondents into homogeneous groups
with similar perceptions.

The results indicated that a two-space solution ade-
quately portrayed the respondents’ perceptions. From
other data collected in the study, the dimensions of the
space could be characterized as prestige of school and
quantitativeness of its curriculum. Not inconsequen-
tially all three data collection methods yielded fairly
similar perceptual maps, on an aggregate basis. More-
over, differences in perceptual mappings were not gen-
erally explainable by respondent personal data, such as
undergraduate major, previous work experience, gradu-
ate major. Only one variable, home state of respondent,
appeared to influence his perception of the business
schools in any significant way.

A similar study [37] involved a multidimensional scal-
ing of professional journals typically read by marketing
academics and researchers. Perception and preference
data were obtained for eight journals, and respondents
were clustered on the basis of similarity of perception
and preference.

Figure 3 shows the results of applying a nonmetric
clustering routine to the perception data [37]. Note that
this program is hierarchical. Respondents 4 and 7 are
first clustered because they had the highest proximity
measure of the group. Respondents 2 and 11 are next
clustered at level two, and so on, until all points are
eventually in one large cluster. On the left-hand side
of Figure 3 one can see how the proximity measure de-
clines as more disparate points are clustered.

The results of this study indicated that preferences
and perception were independent over stimuli, that is
respondents clustered by commonality of perception
were unrelated to clusters formed by commonality of
preference.

ASSUMPTIONS AND LIMITATIONS OF
CLUSTERING METHODS

Cluster analysis is not a single, cohesive set of tech-
niques but rather a variety of procedures, each having a
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kind of ad hoc flavor and certain advantages and disad-
vantages. Some of the limitations are shared by all these
techniques to some degree, but specific procedures have
both advantages and disadvantages.

General Problems in Cluster Analysis

All clustering techniques have certain general ana-
lytical inadequacies because the data are used to generate
the groupings. Illustrative questions are:

1. How many clusters should be formed?

2. If, as is usually the case, the characteristics of the
objects are measured in different units, how can
equivalence among metrics be achieved?

3. If the objects’ scores along several dimensions are
intercorrelated, how should these interdependencies
be handled?

4. Even if the number of clusters can be determined
in some satisfactory way, how does the analyst de-
cide on the appropriate boundaries for clusters,
summary measures of the characteristics of each
cluster, and their statistical significance?

In some of the illustrative applications described here,
the number of clusters was decided in advance. Increas-
ing the number of clusters will tend to reduce the aver-
age within-cluster distance but, obviously, one must
stop short of ending with each point being a cluster.

In addition, all data including variables originally
interval-scaled were standardized to zero mean and unit
standard deviation. Although this step enables the ana-
lyst to work with common metrics, it is assumed that
central tendency and variability among dimensions are
not important.

The problem of dealing with intercorrelated character-
istics was pointed out in the test marketing illustration.
In this study an alternative procedure was used in
which the set of characteristics was first reduced to in-
dependent constructs by a principal component analy-
sis before the cluster analysis. This procedure can lead
to different clusters from those obtained by the first pro-
cedure that ignored the intercorrelations among charac-

Figure 3
ILLUSTRATION OF HIERARCHICAL CLUSTERING ROUTINE

Proxz‘mfty Subject number
measure
0 1 0 0 0 0 1 0 0 0 0 1
9 0 i 8 6 2 1 3 4 7 3 2
1.8253 : : : X X X
1.7745 X X X : : X X X
1.7111 X X X X X X X X - -
1.6871 . : x X X X X X X X X X X
1.5961 . : : X X X X X x X X X X X X X
1.4724 X X X X X X X X X x X X X : X X X
1.3715 X X X X X X X X : X X X X X X X X X
1.2901 X X X ¥ X X X X X X X X X X X X xX X
1.1388 : ¥ X X X X X X X X X X X X X X X X X X
1.0558 X X X X X X X X X X X X X X X X X X X X X X
¥ X X X X X X %X X X X X X X X X X X X X X xX X

0.8077
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teristics. Finally, the researcher might wish to use the
Mahalanobis generalized distance measure discussed by
Morrison [66].

Appropriate boundaries and descriptive statistics of
clusters are usually determined by the specific tech-
nique used—in many instances by a generalized dis-
tance function, the computation of centroids, and the
use of a preset number of points or cutoff distances.
Even so, it is fair to say that good measures of cluster
compactness are not available. In the test marketing
illustration each dimension included in the analysis was
given (manifest) equal weight in determining similarity.
In a given situation one might choose to give a single
dimension or some subset of dimensions more weight
than others in defining proximity measures. Cluster
analysis can be easily modified to take into account un-
equal weights, but this approach still largely varies with
circumstances.

Still less is known about the inferential characteristics
of clustering techniques. Unlike other multivariate tech-
niques, such as discriminant analysis and principal com-
ponent analysis, clustering techniques are much less
structured, and little investigation has been made to
date of their statistical proprieties.

Limitations of Specific Proximity Measures

In earlier sections of this article, the characteristics of
specific proximity measures—distance measures, correla-
lation techniques, similarity coefficients—were briefly
described. Each measure suffers from certain specific
limitations.

Distance measures are usually restricted to instances
in which the objects’ characteristics to be measured can
be expressed as interval-scaled variables. This repre-
sents a limitation on the kind of variable meaningfully
handled although Kendall’s nonparametric measure
(mentioned earlier) could be used to handle data that
are scaled only ordinally and the researcher could de-
velop non-Euclidean metrics.

In addition, the Euclidean measure suffers from the
disadvantage that two objects may be viewed as different
solely because their values on one variable differ mark-
edly. Finally, it should be reiterated that the researcher
would, in general, obtain different results by using origi-
nal versus standardized data for the characteristics of
the objects being clustered by this method.

Correlative techniques, such as Q-factor analysis,
have an even more serious limitation because one must
standardize over objects, thus losing mean and scatter
information. That is, in this technique, each object is
given the same mean and variance.

A second disadvantage is that rotation of factor axes
(to get purer loadings) lends a certain arbitrariness to
the procedure. Finally, also mentioned earlier, in this
procedure objects may be split on factors, leading to un-
certainty of the placement of an object into a specific

group.
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Similarity measures are flexible since they can be
adapted to handle nominal, ordinal, and interval-scaled
data. Furthermore, it can be shown that similarity meas-
ures can be metricized by multidimensional-scaling pro-
cedures. Moreover, similarity measures are generally less
sensitive to the impact of a single characteristic on the
resultant dissimilarity of two objects than are the Eu-
clidean distance measures.

However, similarity measures have their set of limita-
tions. First, if a group is to be formed on the basis of
overall matches, two objects may not be grouped even
if they match well on some subset of characteristics.
Conversely, an object may be in a group because it is
similar to different members of the group on different
subsets of characteristics.

Second, if a large number of characteristics are in-
volved, objects which match may do so for accidental
reasons, reflecting the noise in the data; and third, if
some variables are dichotomous and others are multi-
chotomous, the two-state attributes will tend to be more
heavily weighted in the similarity measures. For exam-
ple, if one attribute were broken down into 100 states,
we would rarely find matches. Hence this attribute would
receive little importance in the overall similarity meas-
ure.

Finally, if continuous data are discretized in order to
use similarity measures, valuable information can be
lost. The analyst is thus plagued with the problem of
deciding both the kinds of attributes to include in the
analysis and the number of states to be associated with
each.

Choosing Appropriate Techniques

Numerical taxonomy invites some ambivalence by
the analyst wanting to use the techniques. On one hand,
the procedures are designed to cope with a relevant aspect
of marketing description—the orderly classification of
multivariate phenomena. On the other hand, the varying
character of various proximity measures and clustering
techniques—and the basic lack of structure at either the
descriptive statistic or inferential statistic level—suggests
that the analyst be cautious in applying them.

Until more structure is introduced, it seems prudent
to conduct analyses in parallel where alternative prox-
imity measures and grouping procedures are used [40].
Moreover, sensitivity analyses on synthetic data might
be helpful in exploring the various idiosyncracies of al-
ternative techniques. If the data are well clustered to
begin with, similar results over alternative techniques
will usually be obtained—but how often will these
pleasant states of affairs exist? Though the authors be-
lieve numerical taxonomy can be useful in marketing
analysis, they would urge prudence in its application
and the systematic study of similarities and differences
among alternative procedures. (The references may help
to facilitate this study.)
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